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A R T I C L E  I N F O  ABSTRACT 

ORIGINAL ARTICLE 
 Introduction: Predicting acute respiratory insufficiency due to coronavirus 

disease 2019 (COVID-19) can diminish the severe complications and mortality 
associated with the disease. This study aimed to develop an intelligent system 

based on machine learning (ML) models for frontline clinicians to effectively 

triage high-risk patients and prioritize who needs mechanical intubation (MI). 

Materials and Methods: In this retrospective-design study, the data regarding 

482 COVID-19 hospitalized patients from February 9, 2020, to July 20, 2021, 

was analyzed by six ML classifiers. The most critical clinical variables were 

identified by a minimal-redundancy-maximal-relevance (mRMR) feature 

selection technique. In the next step, the models' performance was assessed 

using confusion matrix criteria and, finally, the best model was adopted. 

Results: Proposed models were implemented using 23 confirmed variables. 

Results of comparing six selected ML algorithms indicated the extreme gradient 

boosting (XGBoost) classifier with 84.7% accuracy, 76.5 % specificity, 90.7% 

sensitivity, 85.1% f-measure, 87.4% Kappa statistic, and 85.3% for receiver 

operating characteristic (ROC) had the best performance in the intubation 

prediction.  

Conclusion: It is found that ML enables a satisfactory accuracy level in 

calculating intubation risk in COVID-19 patients. Therefore, using the ML-

based intelligent models, notably the XGBoost algorithm, actually enables 

recognizing high-risk cases and advising correct therapeutic and supportive care 

by the clinicians. 
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Introduction 

Coronavirus disease 2019 (COVID-19) has been 

puzzling for millions of people globally 
1
 due to its 

extra contagious power, high mortality rate, lack of 

effective medicine options, slow pace of 

vaccination, privation of sufficient capacity in 

hospitals, intensive care unit (ICU) beds allocation 

and medical staff exhaustion 
2
. Furthermore, many 
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healthcare systems face severe challenges in care 

management and resource utilization
3
. Most of the 

COVID-19 patients have mild symptoms, but 

approximately 15% to 20% of symptomatic people 

onrush to intense pneumonia disease requiring 

hospitalization. The critical phase of COVID-19 is 

specified by intense complications such as acute 

respiratory insufficiency,  multi-organ failure, loss 

of consciousness, coma, and even death
4
.   

The COVID-19 patients with ARDS require 

medical intubation and supplemental oxygen 
5
. 

Therefore, there is a critical demand for detecting 

patients who need mechanical intubation (MI) 

facilities. More clearly, to manage the respiratory 

ventilator scarceness, a precise clinical decision is 

necessary for the triage of cases in order to assure 

proper and effective intubation services
6
. During 

the COVID-19 pandemic, the need for reliable and 

evidence-based decision-making is essential, 

especially where the health care system is facing a 

growing number of hospitalization and a shortage 

of critical hospital resources 
7
. 

Recently, researchers have shown great interest 

in introducing novel and intelligent digital 

technologies such as artificial intelligence (AI) 

that can effectively detect the patient at the risk of 

clinical deterioration 
8
. It is proven that these 

methods can minimize diagnostic errors and 

disagreements between observers at any level of 

prediction, prognosis and treatment. Moreover, it 

may make it easier for at-risk cases to detect and 

implement the most operative supportive and 

treatment plans 
9
. Machine learning (ML) can be 

utilized to foretell future intubation risks based on 

data gathered and available in clinical 

environments routinely. ML-equipped CDSS can 

help healthcare providers by rendering effective 

recommendations 
10, 11

. ML techniques in various 

areas are used for COVID-19 management, such 

as early detection and screening, disease 

diagnosis as well as identifying and predicting 

patient deterioration 
12

. Thus, the present study 

aimed to train and compare selected ML 

classifiers for the prediction of MI risk among 

COVID-19 hospitalized patients.  

Materials and Methods  

This developmental study was performed in the 

form of a retrospective and mono-center analysis 

between February 2020 and July 2021. The study 

aimed to accurately predict the intubation risk 

among COVID-19 hospitalized patients by using 

six popular ML algorithms and selecting the best 

performing. 

Study mind map and environment  

The study mind map of the preferred system was 

classified into five stages: 1- dataset description, 2-

data preprocessing, 3-feature selection, 4- 

prediction models, and 5- models performance 

assessment metrics. All classifiers were 

implemented using Python programming language 

(version 3.7.7) in three phases of preprocessing, 

training, and evaluation. Programming language 

was used for designing the CDSS user interface 

and developing the modules. The study mind map 

is shown in Figure1. 

 
Figure 1: The study mind map 
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Dataset description 

This study retrospectively reviewed a COVID-

19 registry database at Ayatollah Taleghani 

Hospital in Abadan, Iran, from 2020-02-09, to 

2021-07-20. In this time span, 36,854 suspected 

COVID-19 people who referred to this center 

(14,800 positive COVID-19 cases, 19,525 

healthy individuals, and 2,529 unspecified 

cases). After applying the exclusion criteria, 

9,530 hospitalized case records remained: 9,000 

belonged to non-intubated and 530 were 

associated with the intubated cases. The 

exclusion criteria for the patient selection were: 

1-non-COVID-19 individuals, 2-non-

hospitalized COVID-19 patients,   3-patients 

who were under 18 years of age, 4-case records 

with missing more than 70%) and 5-admission 

time either before or after the defined time span. 

Based on Table 1, the number of 60 clinical 

features in six classes including 1-patients' 

demographic data (six features), manifestations 

(14 features), patient history (eight features), 

laboratory tests (28 features), remedies (one 

feature), imaging indicators (two features) and 

output (0: non-intubation and 1: intubation) were 

derived from the registry database.  

Data preprocessing 

The data preprocessing phase is vital for 

effectively enhancing the data quality and data 

mining performance. Preprocessing methods, such 

as deleting missing values, minimal scalar and 

standard scalar, were applied to the dataset. In the 

dataset used in this paper, incomplete case records 

with missing more than 70% were removed from 

the analysis. Noisy, duplicate and meaningless data 

were investigated by two authors in cooperation 

with one infectious diseases specialist. 

Feature selection 

For feature selection in this paper, we used the 

minimal-redundancy-maximal-relevance (mRMR) 

technique. This method selects the most relevant 

variable for prediction intubation in the patients 

with COVID-19. 

Classifiers 

Some ML-based models, including decision tree 

(DT), Hist gradient boosting (HGB), extreme 

gradient boosting (XGBoost), k-nearest neighbors 

(K-NN), and random forest (RF) were used in this 

study for creating the intubation models. The grid 

search method was employed to optimize the 

hyperparameters of the applied ML techniques. 

The grid search method is an efficient method for 

setting the parameters in the training stage of 

prediction models and enhancing the 

generalization efficiency of an algorithm 
13

. The 

developed algorithms are described below:  

Adaboost: This algorithm is an iterative 

ensemble method which constructs a robust 

learning algorithm by uniting multiple week 

learners to achieve high accuracy. The idea behind 

Adaboost is to set the multiple weights of ML 

algorithms and train the data in each iteration, 

hence it warrants the accurate prediction of 

unusual observations. Adaboost is of significance 

in the situation where developing a robust learning 

algorithm directly is a too hard task 
14

.  

XGBoost: It is a library of gradient boosting 

algorithms developed to adjust the errors created 

by the existing classifiers. Some of the main 

returns of XGBoost are its high scalability, so that 

it runs more quickly than other ML methods and 

uses less memory 
15

. 

HBG: The HGB algorithm is more highly 

effective when there is a great size of dataset. Also, 

this method decreases training time without 

reducing the accuracy level. Indeed, HGB is an 

algorithm for quickly training DTs used in the 

gradient boosting ensemble. As the HGB algorithm 

is more efficient in both memory consumption and 

training speed, we used it in our study. 

DT: The DT algorithm is a tree-structured 

model that starts from the root node, continues 

through the internal nodes and, then, reaches the 

external nodes or leaves. Some benefits of this 

algorithm are the ability to classify numerical and 

qualitative variables, better understand knowledge 

discovery through simple structure, extract rules 

with the if-then structure and achieve higher 

performance with better classification ability of the 

study samples. But, we may face the overfitting 

process during training time due to the increased 
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understanding of these algorithms 
16-18

. 

RF: This algorithm is suitable for classifying a 

tremendous amount of data cases. The splitting 

process occurs randomly in the classification 

process. This algorithm is considered a more 

advanced technique for using multiple sub-

algorithms to optimize the classification capability. 

The RF uses the council mode of sub-algorithms to 

obtain the performance; in other words, the most 

frequent algorithms with better classification 

capability are considered for the classification 

process. One significant flaw of this algorithm is 

the "black box" phenomenon, referring to the 

complexity of the algorithm's structure and 

challenging interpretation 
19-21

. 

KNN: The KNN is the classifier and predictor 

algorithm and can be regarded as the semi-

supervised algorithm. It predicts the output classes 

through similar values in near cases with specified 

Euclidean distance quantification. Some 

advantages of this algorithm are the potential of 

working on a high-dimensional dataset due to high 

speed of performance, high capability of prediction 

with the straightforward interpretation of 

relationships between the elements of the datasets 

and simple implementation. Due to the instance-

based way of prediction associated with this 

algorithm, poor performance capability is one of 

the disadvantages, especially in large datasets 
22-24

.  

Validation method of classifiers 

In the present study, to evaluate and compare the 

capability of selected classifiers in predicting 

intubation, we applied the k-fold cross-validation 

and confusion matrix performance assessment 

metrics. In the k-fold cross-validation method, the 

dataset is split into k equal sizes of sections. In this 

regard, K-1 part (tenfold-cross-validation: 10-1) is 

used to learn the predictors and the remaining 

section is applied to test the classifier's 

performance in each phase. 

Performance evaluation metrics 

We assessed the performance and effectiveness 

of six ML classifiers in terms of accuracy (overall 

number of cases classified correctly), sensitivity 

(total amount of positive cases classified 

correctly), specificity (proportion of true negatives 

classified correctly), F-measure(probability that a 

positive prediction is correct), Kappa indicator 

(comparison of the observed versus expected 

accuracy), receiver operating characteristic (ROC) 

rate, time to build the model and number of 

correctly and incorrectly classified cases (Equation 

1-5).  

1)                          
     

           
     

2)                            
  

     
     

3)                             
  

     
     

4)              
                      

                        
 

                    
     

    
 

   In these formulas, True Positive (TP) and True 

Negative (TN) point to the COVID-19 and Non-

COVID-19 cases correctly categorized by the 

model. Also, False Negative (FN) and False 

Positive (FP) refer to wrongly classified samples.  

Ethical Issue 

This study is extracted from the research  

project with ethical code of 

IR.ABADANUMS.REC.1400.071 that was 

accepted by the Ethics Committee of Abadan 

University of Medical Sciences. 

Results 

Feature selection by mRMR method 

mRMR algorithm selects the most important 

feature according to feature weight. We 

experimented with different numbers of variables 

(60 features) and the result represented the 

performance of predictors is high based on 24 

variables. In this study, we only reported the 

results of prediction algorithms on 24 variables in 

our simulation results. Figure 2 shows the scores 

obtained for features by the mRMR algorithm. The 

selected 24 most important variables by MRMR 

are given in Figure 2.  
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Figure 2: Scores for all dataset features based on the mRMR algorithm 

 

K-fold cross-validation on dataset with the 

selected feature 

In this research, the features selected by mRMR 

were tested on six ML techniques using a tenfold- 

cross-validation method. In the ten-fold cross-

validation, 90% of the dataset was utilized for 

learning algorithms and 10% for testing classifiers. 

For better performance, the actual performance of 

the classifiers and mean for included metrics of 

tenfold cross-validation were measured. Table 2 

shows the ten-fold cross-validation of six models' 

performance based on the best features for 

predicting intubation. For better presentation of the 

results, the confusion matrix and ROC curve of the 

best ML-based predictive model on the selected 

dataset are displayed in Figure 3.  

According to Table 2, the XGBoost classifier 

with 84.7% accuracy, 76.5 % specificity, 90.7% 

sensitivity, 85.1% f-measure, 87.4% Kappa statistic 

and 85.3% for ROC metrics attained the best 

performance in predicting intubation risk among 

hospitalized patient with COVID-19. (See Figure 3).  

 
Figure 3: Confusion matrix and ROC obtained for XGBoost classifier 

 

Based on the confusion matrix depicted in 

Figure 2 and the information obtained from Table 

2, the 83.8% precision rate was obtained and the 

value for accuracy was 84.7%.  

System implementation  

The CDSS for the intubation prediction was 

implemented during July - August 2021. All the 

prediction classifiers were implemented using 

Python programming language by scikit-learn 

library version 0.23.2. The system programming 

included three kinds of implementation codes: 

designing the user interface, logic layer 
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implementation and codes associated with the 

database. Our study's user interfaces comprised 

two pages: the welcome page and the CDSS 

module (two pages). The developed CDSS menu-

driven interface was developed using C# 

programming language in the visual studio 

environment (Figure 4). 

 

 

Figure 4: Module page of designed CDSS 

 

Discussion 

In this study, six popular ML algorithms such as 

DT, HGB, XGBoost, K-NN, RF and AdaBoost 

were trained using the most important features 

affecting the risk of COVID-19 intubation selected 

by performing mRMR feature selection. Several 

studies have also obtained the most important 

factors using various feature selection techniques 

to predict COVID-19 outcomes such as entering to 

ICU, need for MI, length of stay (LOS), 

readmission, and mortality. The important 

variables in the reviewed studies 
25-32

 included age, 

high BMI, dyspnea, low consciousness, fever, 

decreased SPO2, low lymphocyte count, increased 

CRP, D dimer, ALT and AST, cardiovascular 

disease, cancer, pneumonia and chronic renal 

disease. In the present study, we used a 

combination of mRMR to score the important 

predictors. In this regard, the time of 

hospitalization (0.483), body temperature (0.392), 

cardiac disease (0.368), diastolic blood pressure 

(0.311), systolic blood pressure (0.329), oxygen 

saturation (0.518), oxygen therapy (0.491), 

diabetes (0.381), C-reactive protein (0.462), 

creatinine (0.314), pneumonia (0.364), dyspnea 

(0.475), erythrocyte sediment rate (0.461), D-

Dimer (0.431), hypersensitive troponin (0.324), 

platelet count (0.361), white blood cell count 

(0.384), muscular pain (0.413), sore throat (0.475), 

headache (0.516), vomit (0.397), absolutes 

lymphocyte rate (0.428), absolutes neutrophil rate 

(0.391) and pleural fluid (0.479) were selected as 

the best set predictive features, respectively. In 

general, the high performance was obtained using 

the best variables in current studies, similar to 

other works. Our study proved that ML algorithms, 

especially XGBoost classifiers, increase analytical 

accuracy and diagnostic efficiency. Therefore, six 

classification algorithms were trained using 

selected features. Finally, the XGBoost with 84.7% 

accuracy, 76.5% specificity, 90.7% sensitivity, 

85.1% f-measure, 87.4% Kappa statistic and 85.3% 

ROC metrics outperformed from others. 

Presently, several researches have investigated 

the importance of data mining algorithms in 

detecting patient deterioration and severe 

complications of COVID-19 infection. Yadaw et 

al. (2020) studied 3,841 patient data to propose a 

prediction model through four ML algorithms for 

death anticipation. Finally, the XGBoost model 
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with the ROC of 0.91% gained the best 

performance 
30

. Similarly, in a retrospective study, 

Ryan et al. developed the XGBoost model for 

COVID-19 mechanical ventilation (MV), ICU and 

mortality prediction with AUC-ROC of 91%, 82% 

and 87%, respectively 
33

. Arvind's study resulted 

that the XGBoost with AUC = 0.83 and PRC = 

0.32 was significantly better than the ROX index in 

predicting the intubation risk. However, their 

discoveries also found that ML can rapidly 

evaluate the patients for intubation requirements 

with the best performance and reduce mortality 
34

. 

Domínguez-Olmedo et al. developed the CDSS 

system using the data mining approach to 

predicting COVID-19 intubation. The best result 

was belonged to the XGBoost with AUC-ROC = 

97%, accuracy = 94%, F-score = 77%, sensitivity = 

93% and specificity = 95% 
35

. Aljouie et al. in their 

analysis, evaluated the functionality of four 

selected ML classifiers including the RF, linear 

support linear regression (LR), vector machine 

(SVM), and XGBoost to predict the COVID-19 

outcome. Their study resulted that the XGBoost 

with an AUC of 0.81 was selected as the best 

model for predicting the need for intubation among 

COVID-19 hospitalized patients
36

. Burdicka et al. 

estimated the need for ventilation among COVID-

19 patients using the XGBoost. The ML algorithm 

showed better performance using MEWS for 

predicting ventilation within 24 h. Their sensitivity 

was 90%, specificity 58% and AUC 86% 
37

. In the 

study by Cobre et al., data from 5643 cases with 

positive and negative COVID-19 diagnostic tests 

were analyzed to predict the intensity of COVID-

19 symptoms through the best-known data mining 

models. They concluded the XGBoost with 86% 

accuracy yielded better performance than other 

techniques 
38

. The experimental results of the 

present work, similar to the reviewed studies, 

showed that the XGBoost classifier with the ROC 

of 85.3% had the best prediction ability for 

intubation risk in COVID-19 hospitalized patients. 

The XGBoost classifier is an extended and more 

advanced version of the gradient boosting 

algorithm. Compared to others, some advantages 

of the XGBoost algorithm can be noted as the 

ability to perform parallel processing, handle 

missing numerical values and splitting different 

levels to make decisions on the maximum depth. In 

this algorithm, optimization of hyper-parameters is 

essential and, in the conditions that these hyper-

parameters are not adjusted, the problem of the 

overfitting process will occur 
39, 40

. 

The results of our study can inform clinicians and 

hospital managers in a correctly, accurately, and 

rapid manner to assess the need for intubation 

among COVID-19 patients, reducing severe 

complications of the disease and consequently 

decreasing the mortality rates. Despite using a size 

dataset for developing ML algorithms, our ML 

models performed well, specifically the XGBoost 

model. Also, the CDSS designed in this study can 

help the frontline physicians for predicting the need 

for intubations in healthcare settings with its design 

straightforwardness, user-friend, and flexible 

manner. However, the developed models in our 

study showed satisfactory results in predicting the 

intubation risk among COVID-19 patients, but there 

are some limitations that must be considered. First, 

due to the retrospective dataset analyzed in this 

study, naturally, some records may have missing 

values, duplicate fields, noisy and meaningless 

values. Second, the used dataset extracted  

from a single-center hospital registry limits the 

generalizability of developed models. 

In addition, we used just six ML techniques to 

predict the intubation risk in COVID-19 patients 

using clinical features available at the admission 

time; however, according to the study aim these 

features are sufficient, but using other para-clinical 

and imaging features obtained during 

hospitalization can improve the models' results. 

Finally, dynamic changes in some critical features 

need to be followed to early identify those patients 

who are exposed to deteriorating outcomes. In the 

future, the model's capability and its 

generalizability will be improved if we use more 

ML algorithms in a more significant, multi-center 

and prospective dataset, having more qualitative 

and validated data. Compared with traditional 

statistical risk analysis methods, the proposed 

intelligent ML-based prediction model in the 

 [
 D

O
I:

 1
0.

18
50

2/
je

hs
d.

v7
i3

.1
07

19
 ]

 
 [

 D
O

R
: 2

0.
10

01
.1

.2
47

66
26

7.
20

22
.7

.3
.1

.4
 ]

 
 [

 D
ow

nl
oa

de
d 

fr
om

 je
hs

d.
ss

u.
ac

.ir
 o

n 
20

24
-0

4-
27

 ]
 

                             7 / 10

http://dx.doi.org/10.18502/jehsd.v7i3.10719
https://dorl.net/dor/20.1001.1.24766267.2022.7.3.1.4
https://jehsd.ssu.ac.ir/article-1-451-en.html


Afrash MR, et al.                A Predictive System for COVID-19 Intubation 

JEHSD, Vol (7), Issue (3), September 2022, 1698-707 

1705 

J
eh

sd
.s

su
.a

c.
ir

 

current study can precisely predict the deterioration 

risk of COVID-19 hospitalized patients. 

Combining this model with conventional risk 

analysis systems (such as critical care systems) can 

create more added values and identify patients' 

cases quickly and actively. 

Conclusion 

Given the significant challenges to ICU hospital 

resources during the COVID-19 epidemic, accurate 

estimates of the patients needing MI can provide 

vital guidance for patient prioritization and limited 

resource utilization. This paper analyzed hospital 

records and test models that could predict the need 

for MV in COVID-19 hospitalized patients based 

on 24 clinical features. These developed predictive 

models may have an advantage in providing better 

care, diminishing physician workload and reducing 

mortalities. In addition, early detection of such 

individuals may take planned measures for 

intubation and reduce some of the known risks 

associated with immediate intubation. Finally, the 

results disclosed satisfactory performance of the 

selected models, particularly the XGBoost model, 

indicating that adopting this model for CDSS 

designing is acceptable.   
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